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NetEye Release Notes — Version 3.7
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This document provides an overview of the
new features and enhancements introduced
with WURTHPHOENIX NetEye version 3.7.

New Release Strategy

In 2016 a new release strategy for NetEye
was introduced, which schedules three mi-
nor releases per year. In this way, new func-
tionalities can be passed more quickly to us-
ers and update procedures can be consider-
ably simplified. Based on the supplied docu-
mentation, future updates can be done by
NetEye users themselves.

Extended Log Management
and more precise Service
Level Management

The most relevant innovations concern the
Log Management module as well as the Ser-
vice Level Management functionalities. For
these, new functionalities have been imple-
mented, which lead to significant time sav-
ings.
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1. NetFlow Extension for the Log Management Module

Besides the improvement of the management of classic log data, the integration of Elastic Stack to the
NetEye Log Management provides the advantage of extremely simplifying and accelerating the analysis
and visualization of NetFlow data. In addition to NfSen, network communications can now be visualized
and analyzed through intuitive dashboards. A positive aspect of these dashboards are the clear and com-
prehensible reporting possibilities to the corporate management.
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(1) Top 10 traffic generating source port.

(2) Top 10 traffic generating destination ports
(3) Top 10 traffic generating source IPs

(4) Top 10 traffic generating destination IPs

For NetFlows it is recommended to hold data for one week.

2. Enhancements for Downtime Planning

In NetEye 3.7 it is possible to automatically assign planned downtimes to all business processes which
are connected to the host or service in question. Besides significant time savings, this assignment has the
advantage that processes which are actually not available can immediately be identified, and it can be
understood, which host or service implied the downtime. Moreover, the impacts on business routines of
planned maintenance activities can previously be recognized. This, in turn, supports the scheduling of
downtimes.

During the definition of downtimes on hosts or services, the business processes to which the downtime
should be assigned can be selected from the list of all impacted processes. Thanks to the simple Ul-based
selection, the system administrator does not have to manually define the downtime interval for every single
process and gains valuable time.
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select all - unselect all - all problems - all with downtime €

Command: Add Downtime v
l Comment: l \
| Start: ‘ «*| 2016-03-21 16:15:00
|End: I =*| 2016-03-21 18:15:00 [
Options: Child Hosts: | Do nothmg with child hosts v

Type: | Fixed W

‘{: SharePoint_2010 (Impacted)

) ;NP_Core_setvices (Impacted)
wp-mail (Impacted)
core-switch-1 (Impacted)
VoIP (Impacted)

ERP System (Impacted)
B A T— core-switches (Impacted)
WP_Published_services (Impacted)
WP_Published_services (Impacted)
Exchange Server 2007 (Impacted)
main-connectivity (Impacted)

BZ_user_services
select all - select impacted - clear all

submit command for 1 host and 0 Business Processes

3. More precise SLA Reports

The advantages of the event correction module, introduced with NetEye 3.6, can now be applied also for
SLA reporting. Interruptions which do not have to impact the calculation of SLA compliance can now be
retrospectively corrected and in turn excluded from the reporting.

In concrete, this means that downtimes and other events can be subsequently marked and excluded from
SLA reporting. The original and the manually created events are kept separately. In this way, reports can
be generated for the corrected data as well as for the original events.

4. Recognition of the HTTP Request Method POST

Through the registration of POST data of HTTP requests to web services, NetEye Real User Experience
provides more precise analysis possibilities. Thanks to this enhancement it is possible to clearly differen-
tiate several requests to the same web service (expl. an URL in SharePoint).

In this way, a request to read data can be differed from the request to elaborate data. This further results
in the possibility to define different baselines for different operations on the same web service.
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i DASHBOARD ANALYZE

i Requests for all From 23/03/16 10:28:00 To 23/03/16 10
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POST
POST
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POST
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s=otElyQAASactien=syncdoerig=spideviceld=Android_b3c8e1a5e165a089
s=otElyQAASaction=syncdoerig=spideviceld=Android_b3c8e1a5e165a089
s=ptDvEAAARaction=synciorig=spddeviceld=Android_b3c2e1aSe155a083
s=ptDvEAAARaction=synclorig=spddeviceld=Android_b3c2e1aSe155a083
s=058H%2FOAALaction=synciorig=spddeviceld=Android_cdacBcodf25684ec
s=058H%2FOAASaction=synciorig=spddeviceld=Android_cdacBcSdf25684ec
s=0s2RtQAA&action=syncaorig=spddeviceld=Android_bc3eS3bfa34dbds1
s=0s2RtQAA&action=syncaorig=spddeviceld=Android_bc3eS3bfa34dbds1
action=sync&orig=spddeviceld=Android_cdac6c5df25684ec
action=sync&orig=spddeviceld=Android_bc3e93bfa34dbds1
action=sync&orig=sp&deviceld=Android_bc3e%3bfa34dbds1
action=sync&orig=sp&deviceld=Android_b3cBe1a5e165a08%
actien=sync&orig=sp&deviceld=Android_b3cB8e1a5e165a08%
actien=push&deviceld=Android_caff3415b88a5edd
actien=push&deviceld=Android_bc3e93bf434dbag1
actien=push&deviceld=Android_b3c8e1a5e165a089

5. NetEye 3.7 Upgrade Notes

Bytes

46 kB
967 kB
513 kB
471 kB
549 kB

47 B
766 kB
468 kB
463 kB
462 kB
482 kB
481 kB
461 kB
345kB
374kB
355kB

G2 SYSTEM

Throughput

18,21 kBls
27,33 kBls
19,29 kBls
16,61 kBls
20,35 kBls
18,16 kBls
26,94 kBls
18,53 kBls
18,43 kBls
18,33 kBls
17,59 kBls
17,88 kB/s
17,3 kBls.
12,62 kBls
15,25 kBls
320B/s
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Real User eXperience 1=o0

Load Time (ms)

252.440
353.803
265.817
283.281
269.619
258723
284286
252715
251.439
252262
262618
260706
285.494
272928
2454328
1,379.727

Client Lat (ms)

Server Lat (ms) App Lat (ms)
5.686 22508
5712 110852
4717 31.647

11.4858 32.935
4.871 35.785
5.883 22.086
5572 44883
6.886 30,075
5.048 29818
6.053 26718
6.102 30.207
6.180 28.666
5.578 29.929

14102 28.208
£8.204 21.547
9.801 11,148,883

The upgrade from NetEye 3.6 to NetEye 3.7 can be autonomously done on the basis of the in NetEye
3.6 provided documentation.

Step 1:

Step 2:

Update of the documentation package in NetEye 3.6 through the following command:
"yum --enablerepo=neteye update neteye-documentation”

Execution of the upgrade procedure described in the updated documentation.

The autonomous upgrade will be possible for all future NetEye minor releases. The requirement for this
is a NetEye installation based on CentOS 6 (NetEye 3.6 and higher).
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